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DF 2: Lessons Learned

In this discussion forum I learned the importance of friendliness of a system contributes to trust, that for the most part AI can’t be fully trusted, and that adjustment periods can be used. In the discussion we had, someone brought up the idea that if a website weren’t user friendly, there would be a distrust to the website because it didn’t meet up to the standards of the user. I think for the most part everybody agreed that this topic was something that contributed to trusting a non-human system. Next in the discussion, we had talked about AI and if it could be trusted. A lot of people agreed upon not trusting AI to a certain degree. It was mentioned that the main difference between AI and humans is that human can’t change their mind digitally just by thinking. We had talked a little about adjustment periods, for the most part we had agreed on a little bit of adjustment periods for machines for growth, but systems should be made with an effort for user friendliness firsthand.

For question 1, we agreed on how humans have a diverse way of trusting. For question 2, we agreed that there are degrees of trust. Question 3, there many ways to trust a non-human. Most agreed upon user friendliness as being a part of making a human trust for a non-human system and that time can contribute to trusting a system. Question 3, we can quantify the amount of trust a non-human has by adjustment periods and friendliness of the system. Question 5, we can visualize this trust by seeing how good it makes a user feel.